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fUniversidad Nacional Autonoma de México, Engineering Faculty, Ciudad Universitaria, Mexico

Abstract

There is a growing interest in differentiation algorithms that converge in fixed time with a predefined Upper Bound on the
Settling Time (UBST). However, existing differentiation algorithms are limited to signals having an n-th order Lipschitz
derivative. Here, we introduce a general methodology based on time-varying gains to circumvent this limitation, allowing us to
design n-th order differentiators with a predefined UBST for the broader class of signals whose (n+1)-th derivative is bounded
by a function with bounded logarithmic derivative. Unlike existing methods whose time-varying gain tends to infinity, our
approach yields a time-varying gain that remains bounded at convergence time. We show how this last property maintains
exact convergence using bounded gains when considering a compact set of initial conditions and improves the algorithm’s
performance to measurement noise.
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1 Introduction

The design of arbitrary order exact differentiators is in-
strumental in solving a wide range of estimation and
control problems (Levant, 1998, 2003; Levant and Livne,
2020; Sanchez et al., 2016; Reichhartinger and Spurgeon,
2018; Reichhartinger et al., 2017; Fridman et al., 2008,
2011; Ŕıos and Teel, 2018; Ŕıos et al., 2015; Alwi et al.,
2011; Ferreira De Loza et al., 2015; Shtessel et al., 2014;
Imine et al., 2011). For problems with time constraints,
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it is very useful if the user can a-priori select an Upper
Bound on the Settling-Time (UBST) of the differentia-
tor. For example, in output-based control problems, we
can use differentiators with small enough UBST to build
an observer that converges before the system trajecto-
ries exit a safe compact set. After the differentiator con-
vergence, we can turn on a controller designed assuming
exact knowledge of the entire system state.

For the classic exact differentiators by Levant (2003) and
Levant and Livne (2020), selecting a-priori the UBST
requires knowing the set of initial conditions, which is
unfeasible for most applications. The recently developed
notion of fixed-time stability can circumvent this funda-
mental problem by requiring a uniform UBST for all ini-
tial conditions (Cruz-Zavala and Moreno, 2019). How-
ever, fixed-time stability has been typically character-
ized using homogeneity properties (Andrieu et al., 2008),
without explicitly computing a UBST (see, e.g., (An-
gulo et al., 2013)). Cruz-Zavala et al. (2011) and See-
ber et al. (2021) have proposed first-order differentiators
with explicit UBST, but these bounds are very conser-
vative and lead to differentiation errors that are larger
than necessary. Additionally, the above methods assume
that the n−th derivative of the noise-free input is Lip-
schitz. This assumption is reasonable when the system
is known to converge toward a bounded invariant set,
such as chaotic systems with state-dependent distur-
bances (Gómez-Gutiérrez et al., 2017). However, this as-
sumption is not satisfied if the system is unstable, even
if it has linear dynamics. Importantly, note that the tra-
jectories of unstable linear or Lipschitz nonlinear sys-
tems cannot grow faster than an exponential (Bejarano
et al., 2011; Rodrigues and Oliveira, 2018). Therefore,
for applications, it is reasonable to assume signals with
a bounded logarithmic derivative (Oliveira et al., 2017;
Rodrigues and Oliveira, 2018).

Previous works have proposed exact finite-time conver-
gent differentiators for signals whose (n+ 1)−th deriva-
tive has a time-varying bound with bounded logarith-
mic derivative (Levant and Livne, 2012, 2018; Moreno,
2018). However, these differentiators do not have fixed-
time convergence. Moreover, even for bounded initial
conditions, there is no methodology to select the desired
UBST for differentiators in this class of signals.

Recently, Holloway and Krstic (2019) proposed an al-
ternative design methodology of differentiators for poly-
nomial signals of n−th order using Time-Varying Gains
(TVG). This methodology produces an algorithm with
prescribed-time convergence —that is, for every nonzero
initial condition, the differentiator converges precisely at
the time the user prescribes. Prescribing the convergence
time is a significant advantage compared to differentia-
tors having a conservative estimation of their UBST.
However, this method requires that the TVG tends to
infinity at the convergence time, making its application
challenging under measurement noise or limited numer-

ical precision. Although several workarounds have been
suggested to circumvent this challenge and maintain a
bounded TVG, they no longer obtain a zero differentia-
tion error. Furthermore, with such workarounds, the er-
ror at the prescribed time grows linearly with the initial
condition

To fill the above gaps, here we “redesign” the classic
differentiator of Levant and Livne (2018) by using
TVGs to obtain a new exact differentiator for signals
with bounded logarithmic derivative, where the desired
UBST is set a priori as one parameter of the algorithm.
Unlike Ménard et al. (2017); Cruz-Zavala et al. (2011);
Seeber et al. (2021), our approach yields an arbitrarily
tight UBST. Furthermore, unlike Holloway and Krstic
(2019), which we consider the closest approach, we ob-
tain exact convergence with a bounded TVG at the
settling-time instant. This last property is important
because it allows us to introduce workarounds that
maintain exact convergence with a bounded TVG when
considering a compact set of initial conditions and main-
tain accuracy under measurement noise comparable to
the accuracy of the original differentiator. Compared to
our previous result (Aldana-López et al., 2021) that con-
siders only a first-order differentiator, here we consider
an arbitrary-order differentiator and extend the class
of TVG we use. We also show numerically that these
features allow better transient behavior. Moreover, we
present the accuracy analysis under measurement noise
under the proposed workaround.

The rest of the manuscript is organized as follows. Sec-
tion 2 introduces the problem statement and some pre-
liminaries. In Section 3, we present the main result. In
Section 4, we introduce a workaround to maintain a
bounded TVG and an analysis of its accuracy under mea-
surement noise. Section 5 discusses the main features of
our redesign methodology, contrasting it to other state-
of-the-art algorithms. Finally, in Section 6, we present
conclusions and future work. Proofs are collected in the
Appendix.

Notation: R̄ = R ∪ {−∞,∞}, R+ = {x ∈ R : x ≥ 0}
and R̄+ = R+ ∪ {∞}. For a signal y : R+ → R, we
denote by y(i) its i-th derivative. For x ∈ R, bxeα =
|x|αsign(x), if α 6= 0 and bxeα = sign(x) if α = 0. For a
function φ : I → J , its reciprocal φ(τ)−1, τ ∈ I, is such
that φ(τ)−1φ(τ) = 1 and its inverse function φ−1(t),
t ∈ J , is such that φ(φ−1(t)) = t. Given a matrix A,

AT is its transpose. For v ∈ Rn×1, ‖v‖ =
√
vT v. U :=

[uij ] ∈ R(n+1)×(n+1), where uij = 1 if j = i + 1, uij =
0, otherwise. D := diag(0, . . . , n). B := [0, . . . , 0, 1]T ∈
R(n+1).
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2 Problem statement and preliminaries

2.1 Problem statement

Consider as admissible signals Y(n+1)
(L,M) the set of all sig-

nals y : R+ → R that can be differentiated n times
for which

∣∣y(n+1)(t)
∣∣ ≤ L(t) for almost all t ≥ 0. Here,

L : R+ → R+ is a function such that

1

L(t)

∣∣∣∣dL(t)

dt

∣∣∣∣ ≤M, ∀t ≥ 0, (1)

for some known constantM ≥ 0. Note thatM is a bound
for the logarithmic derivative of L(t).

We consider the following problem:

Problem 1 Let y ∈ Y(n+1)
(L,M) and consider a user-defined

time Tc > 0. Given measurements of y(t) and knowledge
of L(t), the problem consists in estimating the functions
y(i)(t), i = 0, · · · , n, for all time t ≥ Tc.

Let zi(t) denote the estimate for y(i)(t). Define z(t) =
[z0(t), . . . , zn(t)]T . In this paper, we will consider differ-
entiators of the form

ż = −H(z0 − y, t;Tc) + Uz, (2)

where U is the matrix defined in the Notation and H :
R×R+ → Rn+1 are correction functions to be designed.
The correction functions have Tc as a parameter. We re-
strict these functions to be continuous in z0−y except at
z0 = y, and continuous in t almost everywhere. There-
fore, due to discontinuities, solutions to (2) are under-
stood in Filippov’s sense (Filippov, 1988, Page 85).

To study the convergence of the differentiatior, consider
the differentiation error ei(t) = zi(t) − y(i)(t) for i =
0, · · · , n. Its dynamics is given by

ė(t) = −H(e0(t), t;Tc) + Ue(t)− By(n+1)(t), (3)

where e = [e0, · · · , en]T and B is the matrix defined in
the Notation. Note that y(n+1) acts like a perturbation
to the error dynamics, and that |y(n+1)(t)| ≤ L(t) by
assumption.

To introduce the notion of settling-time, assume that
H(e0, t;Tc) is such that the origin of (3) is asymptoti-
cally stable and that it has unique solutions in forward-
time for all t ∈ [0,∞). Then, the settling-time function
T (e(0)) of system (3) for initial state e(0) ∈ Rn+1 is

T (e(0)) =

inf

{
ξ ≥ 0 : ∀y ∈ Y(n+1)

(L,M), e(ξ
′; e(0), y) = 0,∀ξ′ ≥ ξ

}
,

where e(t; e(0), y) is the solution of Eq. (3) for t ≥ 0 with
signal y(t) and initial condition e(0). We say that the
origin of system (3) is finite-time stable if it is asymp-
totically stable (Khalil, 2002) and for every initial state
e(0) ∈ Rn, the settling-time function T (e(0)) is finite.
We say that the origin of system (3) is fixed-time stable if
it is asymptotically stable (Khalil, 2002) and there exists
Tmax < ∞ such that T (e(0)) ≤ Tmax for all e(0) ∈ Rn.
Here, Tmax is the UBST of the system (3).

With the above definitions, a differentiator is exact if the
origin of its error dynamic is globally finite-time stable.
Algorithm (2) is said to be a differentiator with a prede-
fined UBST if the origin of its differentiation error dy-
namic (3) is fixed-time stable with a predefined UBST.

2.2 Preliminaries

Here, we recall the design of Levant’s finite-time differ-
entiator with TVGs, which will be the base for our algo-
rithm.

Theorem 1 (Levant and Livne, 2018) Consider the dif-
ferentiator

ż =− Φ(z0 − y, t;M,L(t)) + Uz, (4)

where

Φ(w, t;M,L(t)) := [φ0(w, t;M,L(t)),

. . . , φn(w, t;M,L(t))]T

are functions recursively defined as

φi(w, t;M,L(t)) := χi( φi−1(w, t;M,L(t)); M,L(t)),

i = 0, · · · , n, where φ0(w, t;M,L(t)) := χ0(w;M,L(t))
and

χi(w;M,L(t)) := λn−iL(t)
1

n−i+1 bwe
n−i

n−i+1 +µn−iMw,

with λi and µi constant parameters. Then, there exist
positive constants λi and µi, i = 0, . . . , n, such that the
algorithm of Eq. (4) is an exact differentiator for any

signal in y ∈ Y(n+1)
(L,M).

The above theorem implies that the origin of the system

ė(t) =− Φ(e0(t), t;M,L(t)) + Ue(t)− By(n+1)(t),(5)

is finite-time stable. In other words, the system (3) is
finite-time stable if we choose the correction functions
as H(w, t;Tc) = Φ(w, t;M,L(t)). Note that finite-time
stability is maintained if we relax the condition of Eq. (1)
to: (i) M is such that there exists T ∗ ∈ [0,∞) such that
L−1(t) |dL(t)/dt| ≤ M for all t ≥ T ∗; and (ii) L(t) is
such that the solution of (3) exists for all t ≥ 0.
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3 Main result

To solve Problem 1 we “redesign” the correction func-
tions Φ(e0, t; •, •) by combining them with a TVG κ(•)
to obtain a new correction functionH(e0, t;Tc) such that
Eq. (2) is an exact differentiator and its UBST is prede-
fined by Tc. We characterize κ(•) via an auxiliary func-
tion Ω(•) as

κ(t) =
dϕ(t)

dt
,

where ϕ is defined using its inverse function ϕ−1(τ) :=
Tc
∫ τ

0
Ω(ξ)dξ. In this form, the class of TVG that our

methodology considers is characterized by all functions
Ω(•) satisfying the following assumption:

Assumption 1 The function Ω : R+ → R̄+ \ {0} is
such that:

∫∞
0

Ω(z)dz = 1; Ω(τ) < ∞, for all τ > 0; it
is either non-increasing or locally Lipschitz on R+ \ {0};
and Ω(z)−1 dΩ(z)

dz is uniformly bounded with respect to
time and satisfies

lim
z→∞

Ω(z)−1 dΩ(z)

dz
= −c, (6)

for some finite constant c ≥ 0.

Note that Assumption 1 implies ϕ−1(τ) ≤ Tc,∀τ ∈
[0,∞). Table 1 shows examples of TVG satisfying this
assumption and the corresponding value of the c con-
stant.

Given a desired convergence time Tc, consider the re-
designed correction function

H(e0, t;Tc) =

{
Γ(e0, t;M,L(t)) for t ∈ [0, Tc),

Φ(e0, t;M,L(t)) otherwise,
(7)

with Φ(e0, t;M,L(t)) chosen as in Theorem 1 and

Γ(e0, t;M,L(t)) = Λ(t)
[
Q(c)Φ(e0;M, L(t)κ(t)−(n+1))

+ (U − cD)n+1Be0

]
.

Here, Λ(t) = diag(κ(t), · · · , κ(t)n+1) is a gain ma-
trix built from the scalar TVG, M > (n + 1)c
with c the TVG constant of Assumption 1, and

Q(c) :=
[
(U − cD)nB; · · · ; (U − cD)B; B

]
with the

matrices B,D and U given in the Notation. The intuition
about Eq. (7) is as follows. Before Tc, the correction
function consists of the original function of Levant’s
differentiator redesigned with the TVG Λ(t), a rescal-
ing Q(c), and a linear term. Such redesign ensures its
convergence before Tc. In particular, Λ(t) acts as a time
scaling providing such predefined-time convergence. Af-
ter Tc, the correction function is switched to Levant’s

time-varying gain κ(t) constant c

(i) α−1(Tc − t)−1 α

(ii) π
2

sec( πt
2Tc

)2 0

(iii) γ
Tc

tan(γ t
Tc

+ π
2
− γ) 1

(iv) t+β
α(Tc−t)

α
1+β

Table 1
Examples of TVGs satisfying Assumption 1. Here, α >
0, β > 0, and 0 < γ < π/2.

differentiator, maintaining exactness. More precisely,
our main result is the following:

Theorem 2 Consider the differentiator algorithm (2)
with the correction functionH(e0, t;Tc) of Eq. (7). Then,
for any e(0) ∈ Rn+1, the algorithm has a unique Filippov
solution 1 defined for all t ≥ 0, and it solves Problem 1
(i.e., the origin of the differentiation error dynamics is
fixed-time stable with Tc as a predefined UBST). More-
over, if L(t) is such that for the base differentiator of
Eq. (4), the settling-time function T of its differentiation
error dynamics satisfies

sup
e(0)∈Rn+1

T (e(0)) =∞,

then Tc is the least UBST.

Remark 1 Following Levant and Livne (2020);
Carvajal-Rubio et al. (2022), we can extend our method-
ology to redesign filtering differentiators by using

n = nd + nf and considering signals in Y(nd+1)
(L,M) , where

nf is the filtering order, as their filtering properties can
be very useful in the presence of measurement noise (Lev-
ant and Livne, 2020).

4 Obtaining a bounded gain and accuracy to
measurement noise

In the proof of Theorem 2, we show that the settling time
of the differentiator error actually satisfies T (e(0)) < Tc,
implying that the differentiator always converges before
Tc. Therefore, since the time-varying gain grows un-
bounded only at Tc, κ(t) will be finite at the settling time
T (e(0)). However, as the initial differentiation error e(0)
grows, the settling time T (e(0)) will approach Tc, i.e.,

sup
e(0)∈Rn+1

T (e(0)) = Tc,

and the TVG will grow unbounded at Tc, making the
gain κ(T (e(0))) at the settling time grow unbounded as

1 Note that the standard Filippov conditions for the exis-
tence of solutions (Filippov, 1988, Page 85, Theorem 8) are
not satisfied at t = Tc for algorithm (2). However, the ex-
istence and uniqueness of Filippov solutions are guaranteed
for the proposed design through a time-scaling argument.
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a function of the initial differentiation error. Such un-
bounded gain is a drawback in our methodology, making
its application challenging in the presence of measure-
ment noise. In particular, arbitrarily small noise may
cause divergence of solutions at t = Tc. Furthermore, an
arbitrary small Lipschitz measurement noise can make
the differentiation error arbitrarily large at Tc (Aldana-
Lopez et al., 2022).

Our methodology offers a simple workaround to circum-
vent the above challenges: instead of switching from
Γ(e0, t;M,L(t)) to Φ(e0, t;M,L(t)) at time Tc in the cor-
rection function of Eq. (7), switch at an earlier time T ∗c <
Tc. With this workaround, the differentiation error of
our algorithm remains finite-time convergent. Further-
more, there exists a compact neighborhood R ⊂ Rn+1 of
initial differentiation errors around the origin whose set-
tling time is bounded by Tc. Such neighborhood size can
be arbitrarily large by choosing α and M adequately.
In addition, when the signal to be differentiated is mea-
sured with noise η0(t), the accuracy of the redesigned
differentiator remains similar to the original differentia-
tor in the following sense:

Proposition 1 Consider the differentiator algorithm
(2) with the correction function of Eq. (7) applied to the

signal y = y0 + η0, where y0 ∈ Y(n+1)
L,M is the nominal

part of the signal and η0 : [0,∞) → R] is a measurable
function representing measurement noise. Suppose that
|η0(t)| ≤ ηL(t) for some constant η > 0 and that the
switching time in Eq. (7) is chosen as T ∗c < Tc. Then,
there exist η and s small enough and a T ∗c sufficiently
close to Tc such that

|ei(t)| ≤ γ̃iL(t)
κ(T ∗c )n+1

κ(0)n−i+1
η

n−i+1
n+1 , i = 0, . . . , n,

for some γ̃0, . . . , γ̃n > 0 and t ∈ [s, T ∗c ].

5 Numerical examples and comparisons

Here we provide numerical examples to illustrate the ad-
vantages and limitations of our results. All simulations
were created in OpenModelica using the Euler integra-
tion method with a time step tstep = 2 × 10−4. These
simulations use the workaround suggested in Section 4
to maintain the TVG bounded thus avoiding numeri-
cal issues during the simulation even without measure-
ment noise. In simulations, applying the workaround
suggested in Section 4 requires choosing T ∗c ≤ Tc− tstep.
If Tc is a multiple of the integration time step, then
Tc− tstep is the last integration step before the singular-
ity of the TVG. Importantly, recall that Proposition 1
indicates that the sensitivity to noise increases as T ∗c
approaches Tc. Following the original results of (Lev-
ant and Livne, 2018), to build the correction function

Φ(e0, t;M,L(t)) of Theorem 1 we choose its parameters
as

{λi, µi}ni=0 = (1.1, 2), (1.5, 3), (2, 4), (3, 7), (5, 9), . . .

5.1 High-order exact differentiators with a predefined
UBST

We start by discussing a second-order differentiator for
signals with exponential growth.

Example 1 Consider the differentiator algorithm (2)
with n = 2 and let y0(t) = 2 sin

(
1
2 t

2
)
. Note that this

signal satisfies

|y(3)(t)| ≤ L(t),

with L(t) =
√

1 + 4t6 + 36t2. Here, 1
L(t)

∣∣∣dL(t)
dt

∣∣∣ ≤ M =

3.5. Consider our algorithm with κ(t) given in Table 1-
(iii) with γ = 0.01. Note that this TVG has a constant
c = 1. Accordingly, we chooseM = 8 > c(n+ 1) and

Q(c) =


1 0 0

−3 1 0

4 −2 1

 and (U − cD)3B =


−3

7

−8

 . (8)

Hence, the proposed differentiator for t ∈ [0, T ∗c ) takes
the form

ż0 =− κ(t)(%0(e0, t)− 3e0) + z1,

ż1 =− κ(t)2(−3%0(e0, t) + %1(e0, t) + 7e0) + z2, (9)

ż2 =− κ(t)3(4%0(e0, t)− 2%1(e0, t) + %2(e0, t)− 8e0),

where %i(e0, t) := φi(e0, t;M, L(t)κ(t)−3) with {φi}2i=0
the error correction functions of the time-varying differ-
entiator of Theorem 1.

The convergence of the above algorithm for different ini-
tial conditions is shown in the first row of Fig. 1, where
Tc = 5. To maintain the gain κ(t) bounded, we select
T ∗c = 4.5. It can be observed that exact convergence be-
fore the desired time is obtained even for large initial
conditions.

The next example shows our algorithm in the form of a
filtering differentiator as discussed in Remark 1 with n =
2, nd = 1 and nf = 1. Here, we consider signals having

a second-order derivative bounded by L(t) =
√

4 + 4t4.

Example 2 Consider the signal to be differentiated to be
contaminated by Gaussian measurement noise as y(t) =
y0(t)+η0(t) where η0(t) has zero mean and standard devi-
ation σ = 0.5 with the nominal signal y0(t) = 2 sin

(
1
2 t

2
)

satisfying |ÿ0(t)| ≤ L(t) with L(t) =
√

4 + 4t4. Note that

5
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=
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,
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o
u
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e

z0(t) = z1(0) = z2(0) = 1e1 z0(t) = z1(0) = z2(0) = 1e2 z0(t) = z1(0) = z2(0) = 1e4

w1(0) = z0(0) = z1(0) = 1e1 w1(0) = z0(0) = z1(0) = 1e2 w1(0) = z0(0) = z1(0) = 1e4

z0(t)
z1(t)
z2(t)
y(t)
ẏ(t)
ÿ(t)

z1(t)
y(t) + η0(t)
y(t)
ẏ(t)

z0(t)

Fig. 1. In the first row, simulation of Example 1, with desired UBST given by Tc = 5, using our algorithm (2) with n = 2. In
the second row, simulation of Example 2, using our algorithm in the form of a filtering differentiator (10) with nf = 1, nd = 1
and the signal y contaminated with a white Gaussian noise signal η0(t) with zero mean and standard deviation σ = 0.5.

1
L(t)

∣∣∣dL(t)
dt

∣∣∣ ≤M = 3.5. Consider our algorithm with κ(t)

given in Table 1-(iii) with γ = 0.01 and let M = 8. To
maintain κ(t) bounded, we select T ∗c = 4.5. Thus, n = 2
and c = 1 as in Example 1, then Q(c) and (U − cD)3B
are given as in (8), and the filtering differentiator for
t ∈ [0, T ∗c ) is given by

ẇ1 =− κ(t)(%0(w1, t)− 3w1) + z0 − y,
ż0 =− κ(t)2(−3%0(w1, t) + %1(w1, t) + 7w1) + z1, (10)

ż1 =− κ(t)3(4%0(w1, t)− 2%1(w1, t) + %2(w1, t)− 8w1),

where %i(e0, t) := φi(e0, t;M, L(t)κ(t)−3) with {φi}2i=0
the error correction functions of the time-varying differ-
entiator of Theorem 1. The convergence of this algorithm
for different initial conditions is shown in the second row
of Fig. 1.

5.2 Comparison with arbitrary order exact differentia-
tors for polynomial signals of n−th order

Higher-order exact differentiators with a predefined
UBST are provided in Ménard et al. (2017); Holloway
and Krstic (2019), but they are designed for polyno-
mial signals of n−th order only. Whereas the UBST
in Ménard et al. (2017) is very conservative, the con-
vergence in the algorithm given by Holloway and Krstic
(2019) occurs precisely at the predefined-time.

The TVG of Table 1-(i) was also used in Holloway and
Krstic (2019) with α = 1. However, in such an algo-
rithm, limt→T (e(0)) κ(t) =∞ for every nonzero e(0). The
workaround discussed in Section 4 to maintain the TVG
bounded was also suggested by Holloway and Krstic

(2019). However, with such workaround an exact differ-
entiator is no longer obtained with the algorithm by Hol-
loway and Krstic (2019) (recall that convergence occurs
precisely at Tc). In fact, the magnitude of the error at
T ∗c , ‖e(T ∗c )‖, grows with the initial condition. We illus-
trate this case in the following example.

Example 3 Consider the second-order differentiator
problem. To provide a fair comparison to Holloway
and Krstic (2019), which we consider the closest to
our approach, consider the quadratic polynomial func-
tion y(t) = 1

2 t
2 + t + 1. Notice that the algorithm

by Holloway and Krstic (2019) is given by Eq. (2) with
hi(e0, t;Tc) = gi(e0, t;Tc)e0, and

g0(e0, t;Tc) =l1 + Tcκ(t)

(
p11(m+ 3)

Tc
− p21

)
g1(e0, t;Tc) =l2 + T 2

c κ(t)2

(
p21(m+ 4)

Tc
− p31

)
− p21Tcκ(t)g0(e0, t;Tc) (11)

g2(e0, t;Tc) =l3 + T 3
c κ(t)3 p31(m+ 5)

Tc
− p31T

2
c κ(t)2g0(e0, t;Tc)

− p32Tcκ(t)g1(e0, t;Tc)

where p11 = 1, p21 = − 2(m+3)
Tc

, p31 = (m+3)(m+4)
T 2
c

, p32 =

−m+3
Tc

,m is a design parameter, here chosen to bem = 1,

and [l1, l2, l3] = [6, 11, 6]. Moreover, κ(t) is given in Ta-
ble 1-(i) with α = 1. Consider the workaround discussed
in Section 4 to maintain a bounded TVG. For illustra-
tion purposes, we choose κ(t) ≤ 10. Thus, T ∗c = 0.9. No-
tice that, since the error system with the algorithm (11)
is linear time-varying with bounded systems matrix for
t ∈ [0, T ∗c ], then zero differentiation error is no longer

6



obtained. Furthermore, the magnitude ‖e(T ∗c ; e(0), y)‖
grows linearly with the initial condition e(0).

For our algorithm, consider κ(t) given by Table 1-(i) with
c = α = 1, L(t) = 0.1exp(−5t), M = 0.5, andM = 20.
Thus, n = 2, as in Example 1, thenQ(c) and (U−cD)3B
are given as in (8) and the differentiator structure is given
as in (9). The convergence is shown in the second row of
Fig. 2. Notice that, under the same workaround, even for
an initial condition satisfying z0(0) = z1(0) = z2(0) =
10000 zero differentiation error before Tc is still obtained.
A significant advantage in contrast with the algorithm
by Holloway and Krstic (2019).

5.3 Comparison with autonomous first-order differen-
tiator

As mentioned in the introduction, predefined-time au-
tonomous exact differentiators for signals whose n−th
derivative is Lipschitz have only been proposed in the
literature for the case where n = 1 by Cruz-Zavala et al.
(2011); Seeber et al. (2021). In the next example we com-
pare it against the algorithm by Seeber et al. (2021),
using the parameters proposed in Seeber et al. (2020).

Example 4 Let y(t) = 0.75cos(t) + 0.0025sin(10t) + t
with L(t) = L = 1. For comparison, consider the algo-
rithm in (Seeber et al., 2020), i.e., algorithm (2) with
hi(w, t;Tc) = kiνi(w;Tc), i = 1, 2, where

ν1(w;Tc) = bwe 1
2 + k2

3bwe
3
2

ν2(w;Tc) = bwe0 + 4k2
3w + 3k4

3bwe2,

where k1 = 4
√
L, k2 = 2L and k3 = 9.8

Tc

√
L

.

Now consider our algorithm with κ(t) given in Table 1-(i)
with α = 1, L = 1, M = 0.1 and M = 3.2. Thus, c = 1
and the differentiator for t ∈ [0, T ∗) becomes:

ż0 = −κ(t)(%0(e0, t)− ce0) + z1

ż1 = −κ(t)(%1(e0, t)− c%0(e0, t) + c2e0)

where %i(e0, t) := φi(e0, t;M, L(t)κ(t)−2) with {φi}1i=0,
the error correction functions of the time-varying differ-
entiator of Theorem 1. For the first-order case, the error
correction functions of Theorem 1 can be written in a
recursive form as Levant and Livne (2018):

φ1(w, t;M,L(t)) :=λ1L(t)
1
2 bwe 1

2 + µ1Mw

φ2(w, t;M,L(t)) :=λ0L(t)sign(w)

+ λ1µ0L(t)
1
2Mbwe 1

2 + µ0µ1M
2w,

Also consider our algorithm with κ(t) given in Ta-
ble 1-(iv) with α = 1, β = 0.1 L = 1, M = 0.1 and
M = 3.2.

The trajectory of the error, and the integral of the magni-
tude of the error correction term H(e0, t;Tc) is shown in
the second column of Fig. 3. Notice in the second row of
Fig. 3 that with our approach, the quality of the transient
is significantly improved. Moreover, notice in the third
row of Fig. 3 that having the degree of freedom to select
different classes of TVGs results in further reducing the
maximum error.

6 Conclusion

We introduced an arbitrary-order exact differentiation
algorithm with a predefined UBST for signals whose
(n+ 1)-th derivative has an exponential growth bound.
Compared to other differentiators based on TVGs, our
approach attains a zero differentiation error before the
singularity in the TVG occurs. This condition is cru-
cial because it keeps the TVG bounded for any compact
set of initial conditions. We analyze the response of our
differentiator close to the predefined convergence time,
finding it maintains similar robustness to measurement
noise as the original differentiator by Levant and Livne
(2018).

In future work, we will consider the discretization of
our algorithm following existing works (Livne and Lev-
ant, 2014; Carvajal-Rubio et al., 2021; Wetzlinger et al.,
2019). Of particular interest is to obtain a consistent
discretization that maintains the convergence properties
of our differentiator (Koch and Reichhartinger, 2019;
Polyakov et al., 2019). Additionally, we also consider ex-
tending our approach to get global —instead of semi-
global— predefined-time convergence that is robust to
measurement noise by applying the redesign methodol-
ogy herein presented with a base differentiator that is
fixed-time convergent (Aldana-López et al., 2022).

A Appendix

A.1 Preliminaries on time-scale transformations

The trajectories corresponding to the system solutions
of (3) are interpreted, in the sense of differential geome-
try (Kühnel, 2015), as regular parametrized curves (Picó
et al., 2013). Since we apply regular parameter transfor-
mations over the time variable, this reparametrization
is referred to as time-scale transformation.

Definition 3 (Regular parametrized curve (Kühnel,
2015, Definition 2.1)) A regular parametrized curve,
with parameter t, is a C1(I) immersion c : I → R, de-
fined on a real interval I ⊆ R. This means that dc

dt 6= 0
holds everywhere.

Definition 4 (Regular curve (Kühnel, 2015, Pg. 8))
A regular curve is an equivalence class of regular
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Fig. 2. Simulation of Example 3, with desired UBST given by Tc = 1.
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e0(t)

e1(t)

e0(t)

e1(t)

e0(t)

e1(t) ∫ t
0 ‖H(e0, ξ;Tc)‖dξ

∫ t
0 ‖H(e0, ξ;Tc)‖dξ

∫ t
0 ‖H(e0, ξ;Tc)‖dξ

time time

z0(0) = z1(0) = 1e1

Fig. 3. Simulation for Example 4, with desired UBST given
by Tc = 1. In the first column: the error signals. In the second
column: the integral of the magnitude of the error correction
term

∫ t
t0
‖H(e0, ξ;Tc)‖dξ.

parametrized curves, where the equivalence relation is
given by regular (orientation preserving) parameter
transformations ϕ, where ϕ : I → I ′ is C1(I), bijec-

tive and dϕ
dt > 0. Therefore, if c : I → R is a regular

parametrized curve and ϕ : I → I ′ is a regular pa-
rameter transformation, then c and c ◦ ϕ : I ′ → R are
considered to be equivalent, where (c ◦ ϕ)(t) = c(ϕ(t)).

Lemma 5 (Aldana-López et al., 2022) Let Ω(•) sat-
isfy Assumption 1 and let ϕ(t) be such ϕ−1(τ) :=
Tc
∫ τ

0
Ω(ξ)dξ. Then, t = ϕ−1(τ) is a parameter trans-

formation (time-scaling).

A.2 Proofs of the Main Result

Before giving a proof for the main result, consider the
following auxiliary result.

Lemma 6 Let ε := [ε0, . . . , εn]T and let Ω(•) and
Φ(•, •, •) satisfy the conditions of Theorem 2 and let
δ(τ) be a disturbance satisfying |δ(τ)| ≤ L(τ), and M
such that ∃τ∗ > 0, 1

L(τ)

∣∣∣dL(τ)
dτ

∣∣∣ ≤ M for all τ > τ∗.

Then, the origin of the system

dε

dτ
= −Φ(ε0;M,L(τ)) + Uε+ Bδ(τ)

+

(
Ω(τ)−1 dΩ(τ)

dτ
+ c

)
Q(c)−1DQ(c)ε (A.1)

is globally finite-time stable.

PROOF. Rewriting system (A.1) using the coordi-

nates ψ(τ) = ε(τ)
L(τ) yields

dψ

dτ
= −Φ(ψ0;M, 1)− 1

L(τ)

dL(τ)

dτ
ψ + Uψ

+ B δ(τ)

L(τ)
+

(
Ω(τ)−1 dΩ(τ)

dτ
+ c

)
Q(c)−1DQ(c)ψ

Consider first the nominal (unperturbed) part

dψ

dτ
= −Φ(ψ0;M, 1)− 1

L(τ)

dL(τ)

dτ
ψ + Uψ + B δ(τ)

L(τ)
.

Due to | 1
L(τ)

dL(τ)
dτ | ≤ M and | δ(τ)

L(τ) | ≤ 1, its trajectories

are solutions of the time-invariant inclusion

dψ

dτ
∈ −Φ(ψ0;M, 1) + Uψ + [−M,M]ψ + B[−1, 1].

(A.2)
According to Theorem 1, this inclusion is finite-time
stable. Furthermore, it follows from (Levant and Livne,
2018, Lemma 2) that it is also uniformly exponentially
stable, because the constants Qn, ∆Tn in that lemma
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do not depend on the initial time instant nor on the
initial state. Hence, according to (Clarke et al., 1998)
there exists a smooth, strong Lyapunov function V1 :
Rn+1 → R+. Using standard arguments, see (Khalil,
2002, Lemma 9.1), convergence of all trajectories of the
perturbed system (A.1) to the origin is hence guaran-
teed, because the perturbation is linear in ε and its coef-
ficient is eventually bounded by a sufficiently small con-
stant due to Eq. (6).

To show that also finite-time stability is maintained,
consider the homogeneous approximation at the origin
of the time-invariant inclusion (A.2) that is obtained
by setting M = 0. Being a special case of (A.2), this
system is still finite-time stable in addition to having
a homogeneity degree minus one with respect to the
weights (n + 1, . . . , 1). It is straightforward to verify
that the matrix Q(c) and, consequently, also the ma-
trix Q(c)−1DQ(c) are lower-triangular by construction.
Hence, the lowest-degree homogeneous approximation of
the perturbation term Q(c)−1DQ(c)ψ has a degree of at
least zero. Finite-time stability is concluded by applying
Theorem 7.4 from Bhat and Bernstein (2005) and not-
ing that this referred theorem (and its proof) stays valid
in the time-varying case, as long as the lowest-degree
homogeneous approximation (with degree minus one) is
time-invariant and the time-varying part is uniformly
bounded with respect to time.

PROOF. [Proof of Theorem 2] Let ei(t) = zi − diy(t)
dti ,

0, . . . , n . The proof is divided into two parts. First, we
will show that e0(t) = 0, i = 0, . . . , n, for t ∈ [t̂, Tc)
for some time t̂. Afterwards, we show that the condition
ei(t) = 0, i = 0, . . . , n is maintained for all t > Tc. Let
ε := [ε0, . . . , εn]T ; e := [e0, . . . , en]T , and define

A(c) := −Q−1(U − αD)n+1B[1, 0, . . . , 0].

Then, the dynamic for the differentiation error can be
written as:

ė = −Λ(t)Q(c)
[
Φ
(
e0;M,L(ϕ(t))

)
−A(c)e

]
+ Ue− By(n+1)(t)

With the coordinate change ε = κ(t)Q(c)−1Λ(t)−1e, and
considering that

dκ(t)−i

dt
κ(t)i = −iκ(t)−1 dκ(t)

dt
,

Λ(t)−1UΛ(t) = κ(t)U and Q(c)−1Λ(t)−1B = κ(t)−nB.

Then, the dynamic of the ε variable, is given by

ε̇ = κ(t)

(
Q(c)−1[U − κ(t)−2 dκ(t)

dt
D]Q(c)ε

− Φ(ε0;M,L(ϕ(t)))

+A(c)ε− κ(t)−(n+1)By(n+1)(t)

)
, (A.3)

Now, consider the time-scaling given in Lemma 5 and
notice that L(τ) := L(ϕ−1(τ))ρ(τ)−(n+1), where

ρ(τ) =
1

Tc
Ω(τ)−1 = κ(t)|t=ϕ−1(τ)

and L(ϕ−1(τ)) = L(t)|t=ϕ−1(τ). Notice that,

1

L(τ)

∣∣∣∣dL(τ)

dτ

∣∣∣∣ ≤ ∣∣∣∣Mρ(τ)−1 − (n+ 1)ρ(τ)−1 dρ(τ)

dτ

∣∣∣∣ .
Thus, if M > (n + 1)c, there exists τ∗ such that

1
L(τ)

∣∣∣dL(τ)
dτ

∣∣∣ ≤ M, since ρ(τ)−1 tends to zero and

ρ(τ)−1 dρ(τ)
dτ tends to c for τ →∞.

Then, dεdτ = dε
dt
dt
dτ

∣∣
t=ϕ−1(τ)

. Since dt
dτ

∣∣
t=ϕ−1(τ)

= κ(t)−1,

for t ∈ [0, Tc), then the dynamics of (A.3) in the τ -time
is given by

dε

dτ
= Q(c)−1[U +

(
Ω(τ)−1 dΩ(τ)

dτ
+ c− c

)
D]Q(c)ε

− Φ(ε0;M,L(τ)) +A(c)ε− Bδ(τ),

Since, Q(c)U = (U − cD)Q(c) + Q(c)A(c), then
Q(c)−1[U − cD]Q(c) = U −A(c), and

dε

dτ
= −Φ(ε0;M,L(τ)) + Uε+ Bδ(τ)

+

(
Ω(τ)−1 dΩ(τ)

dτ
+ c

)
Q(c)−1DQ(c)ε, (A.4)

which according to Lemma 6, system (A.4) is finite-time
stable and has a settling-time function T (ε(0)). Using
Lemma 5, we can conclude that the settling-time func-
tion of (3) is

T (e(0)) = lim
τ→T (ε(0))

ϕ(τ) = Tc

∫ T (ε(0))

0

Ω(ξ)dξ.(A.5)

Thus,
sup

e(0)∈Rn+1

T (e(0)) ≤ Tc. (A.6)

Then, ei(t) = 0, i = 1, . . . , n for t ∈ [t̂, Tc), where

t̂ = Tc

(
1 − exp(−αT (ε(0)))

)
. Moreover, it follows
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from (A.5), that the equality in (A.6) holds when
supe(0)∈Rn+1 T (e(0)) = ∞. Finally, note that the exis-

tence and uniqueness of Filippov solutions to (A.1) for
all τ ≥ 0 implies the existence and uniqueness of solu-
tions for (3) for t ∈ [0, Tc). Now, since e(Tc) = 0 for any
initial condition e(0), we can continue the solution e(t)
for t ≥ 0 trivially as e(t) = 0,∀t ≥ Tc using Theorem 1,
because the differentiation error dynamics are given by
system (5).

A.3 Proof of Proposition 1

First, write the perturbed error system as ė = −H(e0 +
η0, t;Tc) + Ue− By(n+1)(t) which is equivalent to

dε

dτ
= −Φ(ε0 + η0;M,L(τ)) + Uε+ Bδ(τ)

+

(
Ω(τ)−1 dΩ(τ)

dτ
+ c

)
Q(c)−1DQ(c)ε (A.7)

under the change of coordinates ε = κ(t)Q(c)−1Λ(t)−1e
and τ = ϕ(t). Hence, the noise bound is written
as |η0| ≤ ηρ(Tf )n+1L(ϕ(τ)) where Tf = ϕ(T ∗c ).
By similar arguments as in the proof of Lemma 6,
the terminal bounds in Levant and Livne (2018)
for the perturbed version of (4) apply to (A.7) as

|εi(τ)| ≤ γiL(ϕ−1(τ))ρ(τ)
−(n+1)

ρ(Tf )n−i+1η
n−i+1
n+1 for

τ, Tf > 0 sufficiently large, τ ≤ Tf and sufficiently small
η > 0. Now, in the e coordinates

|ei| =

∣∣∣∣∣∣κ(t)i
n∑
j=0

qij(c)εj

∣∣∣∣∣∣
≤

n∑
j=0

γjL(t)qij(c)
ρ(Tf )n−j+1

κ(t)n−i+1
η

n−j+1
n+1

≤ γ̃iL(t)
ρ(Tf )n+1

ρ(0)n−i+1
η

n−i+1
n+1

where qij(c) are the components of Q(c) with qij(c) =
0, j > i, and γ̃i > 0 is a constant for which it is complied

that
∑n
j=0 γjqij(c)η

n−j+1
n+1 ≤ γ̃iη

n−i+1
n+1 , which always ex-

ist for sufficiently small η.
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A. Ramı́rez-Treviño, and B. Castillo-Toledo. On the dis-
tinguishability and observer design for single-input single-

10



output continuous-time switched affine systems under
bounded disturbances with application to chaos-based
modulation. European Journal of Control, 34:49–58, 3
2017. ISSN 09473580.

J. Holloway and M. Krstic. Prescribed-time observers for
linear systems in observer canonical form. IEEE Trans.
Autom. Control, 64(9):3905–3912, 2019. ISSN 15582523.

H. Imine, L. Fridman, H. Shraim, and M. Djemai. Observa-
tion and identification via HOSM-observers. Lecture Notes
in Control and Information Sciences, 414:5–24, 2011.

H. K. Khalil. Nonlinear systems. Prentice Hall, third edition,
2002.

S. Koch and M. Reichhartinger. Discrete-time equivalents of
the super-twisting algorithm. Automatica, 107:190–199, 9
2019. ISSN 00051098.

W. Kühnel. Differential geometry, volume 77. American
Mathematical Soc., 2015.

A. Levant. Robust Exact Differentiation via Sliding Mode
Technique. Automatica, 34(3):379–384, 3 1998. ISSN
00051098.

A. Levant. Higher-order sliding modes, differentiation and
output-feedback control. Int. J. Control, 76(9-10):924–
941, 2003.

A. Levant and M. Livne. Exact differentiation of signals
with unbounded higher derivatives. IEEE Trans. Autom.
Control, 57(4):1076–1080, 4 2012. ISSN 00189286.

A. Levant and M. Livne. Globally convergent differentiators
with variable gains. Int. J. Control, 91(9):1994–2008, 9
2018. ISSN 13665820.

A. Levant and M. Livne. Robust exact filtering differentia-
tors. European Journal of Control, 55:33–44, 8 2020. ISSN
09473580.

M. Livne and A. Levant. Proper discretization of homo-
geneous differentiators. Automatica, 50(8):2007–2014, 8
2014. ISSN 00051098.

T. Ménard, E. Moulay, and W. Perruquetti. Fixed-time ob-
server with simple gains for uncertain systems. Automat-
ica, 81:438–446, 2017. ISSN 00051098.

J. A. Moreno. Exact differentiator with varying gains. Int.
J. Control, 91(9):1983–1993, 9 2018. ISSN 13665820.

T. R. Oliveira, A. Estrada, and L. M. Fridman. Global and
exact HOSM differentiator with dynamic gains for output-
feedback sliding mode control. Automatica, 81:156–163, 7
2017. ISSN 00051098.
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